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Provide a means for members of social networks to hold other members responsible for hate speech,

The evaluation of effectiveness of intervention strategies needs to be included in future research.

There is a need to plan rigorous evaluation processes of intervention studies in order to inform
iIntervention and public policies.

Duke from Twitter.

response. In this way we will establish an empirical baseline
for the perceived impact of specific forms of othering
discourse and the various — often creative - forms in which
resistance to othering can be fostered.
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Transformative Pedagogy for Intervention
Transformative and Inclusive Pedagogical interventions and conversations are needed
Need to have authentic counter-hegemonic, counter extremism critical public pedagogy

Counter-extremism pedagogy needs to center transdisciplinarity, where multiple foci guide the
learners to connect different variables (global finance, political, ecological, social discourses)
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Weaving .previous legal perspectives allow us to identify what counts as hate speech but underspecify its scope.
Disciplinary * Natural-language processing has focused intensive attention on automated detection of hate speech.
*Our T3 project allows us to jointly direct empirical study—which has previously been lacking—to identify:
Strands - Psycholinguistic mechanisms involved in processing - and countering — hate speech.
Together - Effective educational interventions including counter-narratives.
 Argumentation-theoretic ways of imposing social costs on hate speech.
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